
Bias in Healthcare 
Algorithms



Medicine is well intentioned

“The dream of precision medicine is a 
techno-utopia… It emphasizes health as 
determined not just by biology, but on a 
complex interplay of genetic, social, and 

economic factors.”

K. Ferryman and M. Pitcan, “Fairness in Precision Medicine,” Data Soc., vol. February, no. February, p. 58, 2018.



Determinants of health and wellbeing

D. Cirillo et al., “Sex and gender differences and biases in artificial intelligence for biomedicine and healthcare,” npj Digit. Med., vol. 3, no. 1, pp. 1–11, Jun. 2020, doi: 10.1038/s41746-020-02885.



Big Areas of Bias

AnalysisDatasets Outcomes



Datasets: Populations 
for Convenience
• When you start with a population 

out of convenience, everything else 
is cast as “extra work” instead of 
necessary consideration

• Male mouse overrepresentation 
in model studies 

• Trial criteria can specifically 
affect underrepresented 
populations

• Participatory Bias associated 
with recruiting healthier 
patients

R. M. Shansky, “Are hormones a ‘female problem’ for animal research?,” Science (80-. )., vol. 364, no. 6443, pp. 825 LP – 826, May 2019, doi: 10.1126/science.aaw7570.

Gerber Y, Jacobsen SJ, Killian JM, Weston SA, Roger VL. Participation bias assessment in a community-based study of myocardial infarction, 2002-2005. Mayo Clin Proc. 2007;82(8):933-938. doi:10.4065/82.8.933



Bias in Health Datasets

• Where hospitals served Black people, they were 
segregated

• Johns Hopkins ~1950s  HeLa cell line

• Medicare and Medicaid expansion limited to 
people of color 

• Missing data on the most vulnerable populations

“Segregated Health Care - The Atlantic.” [Online]. Available: https://www.theatlantic.com/politics/archive/2016/05/americas-health-segregation-problem/483219/. [Accessed: 20-Jul-2020].



Physician Implicit Bias

N. N. Khosla, S. P. Perry, C. A. Moss-Racusin, S. E. Burke, and J. F. Dovidio, “A comparison of clinicians’ racial biases in the United States and France,” Soc. Sci. Med., vol. 206, pp. 31–37, Jun. 2018,
doi: 10.1016/j.socscimed.2018.03.044.

N=83 N=81



Health Dataset Examples

• Genetic
• Companies used by clinicians can have different and evolving results

• GeneDx, Ambry Genetics, etc.
• Heavily European-ancestry biased datasets skew generalizability of results

• EHR
• Often for billing
• Many types of input 
• Diagnosis subject to individual interpretation
• Leaves out characteristics that could identify a syndrome but are not medical 

issues
• Challenge to consolidate data from multiple EHRs  Sync for Science Project

K. Ferryman and M. Pitcan, “Fairness in Precision Medicine,” Data Soc., vol. February, no. February, p. 58, 2018.



New Projects Are Thinking of Diversity



Engagement vs Recruitment

”Engagement is where you can have those great, honest 
conversations about medical mistrust, and how we can 
design research to better include those populations that 
carry the greatest burden of disease, that’s 
engagement. Recruitment is a study that already has a 
goal. I need you to participate. I need to be brought in 
every role from X, Y, Z.” 
Dr. Karriem S. Watson Researcher @ University of Illinois Cancer Center and the Director of the Office 
of Community Engaged Research and Implementation Science

K. Ferryman and M. Pitcan, “Fairness in Precision Medicine,” Data Soc., vol. February, no. February, p. 58, 2018.



Data from underrepresented groups

• Populations have been made to match census 
race and ethnicity levels

• Underrepresented and vulnerable populations 
are still left out

• Our Data Bodies: odbproject.org
• Types of recruitment and outreach need to 

map to the communities of interest
• D. C. S. James  et Al. 2017, “‘You Have to Approach 

Us Right’: A Qualitative Framework Analysis for 
Recruiting African Americans Into mHealth 
Research,”

https://www.southerncommunitystudy.org/

http://odbproject.org/


Race is not enough

“While some providers may think that race provides 
some insight into a person’s biology or lifestyle or 
environment, it’s not enough. That’s how we make 
mistakes, by thinking that we can judge a person’s 
genetic makeup or likely protein pathways or decisions 
in life based on their skin color or how they self-
identify.”
Shawneequa Callier, Associate Professor George Washington School of Medicine and Health Sciences

K. Ferryman and M. Pitcan, “Fairness in Precision Medicine,” Data Soc., vol. February, no. February, p. 58, 2018.



Propagation of Bias – Lung Cancer (NLST)

• NLST Trial Demographic [1]

• 30 Pack Year smoking history
• Aged 55-74
• 53,454 Participants
• ~4.5% Black People

• Baseline of 30 pack-year decided from review of 
epidemiological data

• Assumption: More smoking more cancer

“Reduced Lung-Cancer Mortality with Low-Dose Computed Tomographic Screening,” N. Engl. J. Med., vol. 365, no. 5, pp. 395–409, Jun. 2011, doi: 10.1056/NEJMoa1102873.



Propagation of Bias – Lung Cancer (NLST)

C.-C. Li, A. K. Matthews, M. M. Rywant, E. Hallgren, and R. C. Shah, “Racial disparities in eligibility for low-dose computed tomography lung cancer screening among older adults with a history of smoking,” Cancer Causes Control, vol. 
30, no. 3, pp. 235–240, Mar. 2019, doi: 10.1007/s10552-018-1092-2.
M. C. Aldrich, S. F. Mercaldo, K. L. Sandler, W. J. Blot, E. L. Grogan, and J. D. Blume, “Evaluation of USPSTF Lung Cancer Screening Guidelines among African American Adult Smokers,” JAMA Oncol., vol. 5, no. 9, pp. 1318–1324,
Sep. 2019, doi: 10.1001/jamaoncol.2019.1402.

Distribution of Smoking Pack Years at Diagnosis



Propagation of Bias – Lung Cancer (NLST)

1. EHR Modeling
• Example: Attempt to label those in need of lung cancer screening through 

EHR

2. Machine Learning Model Bias
• ML Platforms built off NLST dataset without addressing dataset bias

3. Downstream Datasets may be influenced by precedents set

A. M. Cole, B. Pflugeisen, M. R. Schwartz, and S. C. Miller, “Cross sectional study to assess the accuracy of electronic health record data to identify patients in need of lung cancer screening,” BMC Res. Notes, vol. 11, no. 1, Jan. 2018, 
doi: 10.1186/s13104-018-3124-0.

P. Huang et al., “Prediction of lung cancer risk at follow-up screening with low-dose CT: a training and validation study of a deep learning method,” Lancet Digit. Heal., vol. 1, no. 7, pp. e353–e362, Nov. 2019, doi: 10.1016/S2589-
7500(19)30159-1.



BREAKOUT ROOMS [5 minutes]:

If we were to build a model that predicted lung 
cancer risk from the existing NLST EHR type data, 
what considerations to ensure equity should we 
make? 
What limits are there in the dataset and how 
might we address those?

“Reduced Lung-Cancer Mortality with Low-Dose Computed Tomographic Screening,” N. Engl. J. Med., vol. 365, no. 5, pp. 395–409, Jun. 2011, doi: 10.1056/NEJMoa1102873.



Guideline Updates

• New guideline draft reducing pack year 
requirement

• July 7th
• 20 pack-year
• Review based on results of NELSON Trial and 

data from Southern Community Cohort Study

https://www.uspreventiveservicestaskforce.org/uspstf/document/draft-evidence-review/lung-cancer-screening-2020



Analytic Bias

D. Cirillo et al., “Sex and gender differences and biases in artificial intelligence for biomedicine and healthcare,” npj Digit. Med., vol. 3, no. 1, pp. 1–11, Jun. 2020, doi: 10.1038/s41746-020-02885.



Considerations in Model Construction

• Common paradigm for data analysis 
involves inclusion of a multidisciplinary 
team to standardize data

• How labels are assigned are the result of the 
experience of team members

• These labels are well thought out but not a 
reflection of absolute truth

• Unintended consequences not modeled are 
likely to occur

K. Ferryman and M. Pitcan, “Fairness in Precision Medicine,” Data Soc., vol. February, no. February, p. 58, 2018.
N. Beale, H. Battey, A. C. Davison, and R. S. MacKay, “An unethical optimization principle,” R. Soc. Open Sci., vol. 7, no. 7, p. 200462, Jul. 2020, doi: 10.1098/rsos.200462.



Finding Biases in Models

• ICU Mortality Prediction Algorithm
• Framework for assessing accuracy of algorithms across populations

I. Y. Chen, P. Szolovits, and M. Ghassemi, “Can AI Help Reduce Disparities in General Medical and Mental Health Care?,” AMA J. Ethics, vol. 21, no. 2, pp. E167-179, Feb. 2019, doi: 
10.1001/amajethics.2019.167.



Language Model Bias

H. Zhang, A. X. Lu, M. Abdalla, M. McDermott, and M. Ghassemi, “Hurtful Words: Quantifying Biases in Clinical Contextual Word Embeddings,” in Proceedings of the ACM Conference on Health, 
Inference, and Learning, 2020, pp. 110–120, doi: 10.1145/3368555.3384448.



Language Model Bias -- StereoSet

M. Nadeem, A. Bethke, and S. Reddy, “StereoSet: Measuring stereotypical bias in pretrained language models,” Apr. 2020.



Social Determinants of Health in Analysis

• Along with Age/sex shown to be sufficient to predict all-cause hospitalization, 
CVD hospitalization, and death risk

• SDoH worked without comorbidities, health care costs

G. Hammond, K. Johnston, K. Huang, and K. E. Joynt Maddox, “Social Determinants of Health Improve Predictive Accuracy of Clinical Risk Models for Cardiovascular Hospitalization, Annual Cost, 
and Death,” Circ. Cardiovasc. Qual. Outcomes, vol. 13, no. 6, p. e006752, Jun. 2020, doi: 10.1161/CIRCOUTCOMES.120.006752.



Modeling Population Differences

• Domain Adaptation techniques and 
hierarchical modeling can help bridge 
application of models to different populations

• Incorporation of population information of a 
dataset improves model performance

V. Mhasawade, N. A. Rehman, and R. Chunara, “Population-Aware Hierarchical Bayesian Domain Adaptation via Multi-Component Invariant Learning,” in Proceedings of the ACM Conference on 
Health, Inference, and Learning, 2020, pp. 182–192, doi: 10.1145/3368555.3384451.



What if we don’t 
consider equity?





Patient Outcomes

Z. Obermeyer, B. Powers, C. Vogeli, and S. Mullainathan, “Dissecting racial bias in an algorithm used to manage the health of populations,” Science (80-. )., vol. 366, no. 6464, pp. 447–453, Oct. 
2019, doi: 10.1126/science.aax2342.

% Black People enrolled by label choice:
Cost: 14.1% Chronic Condition: 26.7%



Criminal Justice Examples
Risk of future offense 
algorithm based on 137 
questions that are either 
answered by defendants or 
pulled from criminal records. 
Race is not one of the 
questions

L. Kirchner, S. Mattu, J. Larson, and J. Angwin, “Machine Bias — ProPublica,” Propublica, pp. 1–26, 2016.



Computer vision facial recognition

By: Joy Buolamwini, Algorithmic Justice League
Google Vision April 6th 2020
https://algorithmwatch.org/en/story/computer-vision-police-discrimination/



What can we do?

• Ask who your research serves
• Specify and make transparent

• Explicitly model or acknowledge biases present in datasets
• Detail scope and limitations of algorithms and models
• Have a course in curriculum on this topic?



Sections
1. Motivation
2. Composition
3. Collection Process
4. Preprocessing/Cleaning/Labeling
5. Uses
6. Distribution
7. Maintenance

Dataset Datasheets
For Dataset Users:
• Informed decision making about use 

of dataset

For Dataset Developers
• Encourage reflection on key aspects 

of dataset

T. Gebru et al., “Datasheets for Datasets,” Mar. 2018.



Model Cards

M. Mitchell et al., “Model Cards for Model Reporting,” in Proceedings of the Conference on Fairness, Accountability, and Transparency - FAT* ’19, 2019, pp. 220–229, doi: 
10.1145/3287560.3287596.

Enable explicit detailing of power and 
limitations of models

• Being adopted by Google for specific 
Computer Vision Algorithms

• Makes scope of model more transparent 
for non-technical users



Model Facts

Specific version for assessing use and 
transportability of models in healthcare

• Includes how to use the model and 
retrain with health system population

M. P. Sendak, M. Gao, N. Brajer, and S. Balu, “Presenting machine learning model information to clinical end users with model facts labels,” npj Digit. Med., vol. 3, no. 1, p. 41, 2020, doi: 
10.1038/s41746-020-0253-3.



Further Readings

• Algorithmic bias detection and mitigation: Best practices and policies
to reduce consumer harms – Brookings

• Our Data Bodies 2018 Interim Report – odbproject.org
• Fairness in Precision Medicine – datasociety.net
• Principles for Accountable Algorithms – FAT/ML

https://www.brookings.edu/research/algorithmic-bias-detection-and-mitigation-best-practices-and-policies-to-reduce-consumer-harms/
https://www.odbproject.org/wp-content/uploads/2016/12/ODB.InterimReport.FINAL_.7.16.2018.pdf
https://datasociety.net/library/fairness-in-precision-medicine/
https://www.fatml.org/resources/principles-for-accountable-algorithms


Questions?
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